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Overview
Anomaly Detection
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Anomaly: Data whose classes or attributes differs from training data

Trained with ‘0’

Pretrained network

Input

Abnormal

Trained with ‘No effect’

Input

Abnormal

Class ‘5’ Rain

Goal: Detect anomalies to ensure the robustness of machine learning algorithm



Overview
Gradient-based Representation
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Trained with ‘0’

Encoder Decoder

Input

Forward propagation

Backpropagation

Gradient-based Representation
(Model perspective)

𝑊 𝑊′𝜕ℒ
𝜕𝑊

Activation-based representation
(Data perspective)

Reconstruction error (ℒ)

−

Reconstruction

e.g. 

How much of the input 

does not correspond to 

the learned information?

How much model update is 

required by the input?

Existing approaches

Proposed approach

Anomaly



Contributions
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1. We propose utilizing backpropagated gradients as representations to characterize anomalies.

2. We validate the representation capability of gradients for anomaly detection in comparison with 

activation through comprehensive baseline experiments.

3. We propose an anomaly detection algorithm using gradient-based representations and show 

that it outperforms state-of-the-art algorithms using activation-based representations.



Geometric Interpretation
Advantages of Gradient-based Representations
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Reconstructed image manifold

Encoder
𝒇𝜽(𝒙)

Decoder
𝒈𝝓(𝒛)

𝑥/0
Input Reconstruction

1𝑥/0

Normal

𝑧

Normal data distribution

𝑥 ≈ 1𝑥/0



Geometric Interpretation
Advantages of Gradient-based Representations
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Reconstructed image manifold

Encoder
𝒇𝜽(𝒙)

Decoder
𝒈𝝓(𝒛)

Input Reconstruction
1𝑥456

Abnormal

𝑥456 𝑧

𝑔8(𝑓: ⋅ )

Abnormal data distribution

1𝑥456

𝑥456

Reconstruction 
Error (ℒ)



Geometric Interpretation
Advantages of Gradient-based Representations
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Reconstructed image manifold

𝑔8(𝑓: ⋅ )

Abnormal data distribution

1𝑥456

𝑥456

Reconstruction 
Error (ℒ)

Abnormal data distribution
𝑥456

𝜕ℒ
𝜕𝜃

=
𝜕ℒ
𝜕𝜙 ?@?ABC,

Backpropagated
Gradients

1𝑥456

𝑔8(𝑓: ⋅ )



Geometric Interpretation
Advantages of Gradient-based Representations
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Reconstructed image manifold

𝑔8(𝑓: ⋅ )

Abnormal data distribution

1𝑥456

𝑥456

Reconstruction 
Error (ℒ)

Abnormal data distribution
𝑥456

𝜕ℒ
𝜕𝜃

=
𝜕ℒ
𝜕𝜙 ?@?ABC,

Backpropagated
Gradients

1𝑥456

𝑔8(𝑓: ⋅ )

1) Provide directional information to characterize anomalies

2) Gradients from different layers capture abnormality at different levels 

of data abstraction



Theoretical Interpretation
Fisher Kernel
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𝜙 : Decoder weight

U8E = ∇8log𝑃(𝑋|𝜙, 𝑧)

𝐹 = ΕE[𝑈8E𝑈8E
S]

𝐾VW(𝑋/, 𝑋X) = 𝑈8
EYS𝐹Z[𝑈8

E\

Measure difference  between two data 
points (𝑋/, 𝑋X)

Fisher kernel

log 𝑃(𝑋|𝜙, 𝑧)

𝑧 : Latent variable

∇8]log 𝑃(𝑋|𝜙, 𝑧)

∇8^log 𝑃(𝑋|𝜙, 𝑧)

Fisher score

Fisher information 
matrix



Theoretical Interpretation
Fisher Kernel
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𝐾VW/0 (𝑋6_, 𝑋6`,/0) = 𝑈8
ECaS𝐹Z[𝑈8

ECb,Yc

𝐾VW456(𝑋6_, 𝑋6`,456) = 𝑈8
ECaS𝐹Z[𝑈8

ECb,ABC

Distance between normal data

𝑋6_: Training data (normal)

𝑋6`,/0: Test normal data

Distance between normal and abnormal data

𝑋6_: Training data (normal)

𝑋6`,/0: Test abnormal data

For anomaly detection,

𝐾VW456 𝑋6_, 𝑌6`,456 ≫ 𝐾VW/0 (𝑋6_, 𝑋6`,/0)

𝜕ℒ
𝜕𝜙

→ U8E = ∇8log𝑃(𝑋|𝜙, 𝑧)

When the autoencoder is trained to 

minimize negative loglikelihood loss,

à Backpropagated gradients are 

descriptive representations for anomalies



GradCon: Gradient Constraint
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Learned manifold

𝜕ℒ
𝜕𝜙/0,[

𝜕ℒ
𝜕𝜙456

Constrain gradient-based representations during training to obtain clear 

separation between normal data and abnormal data

𝜃

𝜙: Weights ℒ: Reconstruction error

𝐽 = ℒ − 𝔼/ cosSIM
𝜕𝐽
𝜕𝜙/nop

qZ[
,
𝜕ℒ
𝜕𝜙/

q

Gradient loss

𝜕𝐽
𝜕𝜙/nop

qZ[
= r

6@[

qZ[
𝜕𝐽
𝜕𝜙/
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where

Avg. training 
gradients until (k-1) th iter.

Gradients at
k-th iter.

At k-th step of training,

𝜕ℒ
𝜕𝜙/0,s
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Baseline Experiment
Activation vs. Gradients

Abnormal “class” 
detection (CIFAR-10)

Normal Abnormal

1) (CAE vs. CAE + Grad) Effectiveness of the gradient constraint

e.g.

AUROC Results

Recon: Reconstruction error, Latent: Latent loss, Grad: Gradient loss
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2) (CAE vs. VAE) Performance sacrifice from the latent constraint
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Baseline Experiment
Activation vs. Gradients

Abnormal “class” 
detection (CIFAR-10)

Normal Abnormal

1) (CAE vs. CAE + Grad) Effectiveness of the gradient constraint

2) (CAE vs. VAE) Performance sacrifice from the latent constraint

3) (VAE vs. VAE + Grad) Complementary features from the gradient constraint

e.g.

AUROC Results

Recon: Reconstruction error, Latent: Latent loss, Grad: Gradient loss
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Baseline Experiment
Abnormal Condition detection

Abnormal “condition”
detection (CURE-TSR)

Normal Abnormal

AUROC Results

Recon: Reconstruction error, Grad: Gradient loss
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Comparison with State-of-The-Art Algorithms
CIFAR-10, MNIST, Fashion MNIST

AUROC results in CIFAR-10

Fashion-MNIST

AUROC results in MNIST
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Computational Efficiency
Inference Time, Model Parameters 

GradCon

Covolutional autoencoder

Does not require

Adversarial training

Autoregressive models

Model parameters

Computations

Average inference time per image for GradCon

(3.08ms) is 1.9 times faster than GPND[1] (5.72ms)

à Model parameters are 

at least 27 time less
[1] NeurIPS 2018



Conclusion
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• We propose using a gradient-based representation for anomaly detection by 

characterizing model behavior on anomalies

• The proposed anomaly detection algorithm, GradCon, achieves state-of-the-art 

performance with significantly less number of model parameters 

• Using training strategies such as adversarial training or probabilistic modeling 

on gradient-based representations remains for future works
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Thanks for your attention
CodePaperWebsite

[Website]: https://ghassanalregib.info/
[Paper]: https://arxiv.org/abs/2007.09507
[Code]: https://github.com/olivesgatech/gradcon-anomaly


